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Introduction

Suppose that we have 4 BIB design with  parameters B v, 7,k and A
"Suppose further that we have m add1t10na1 control treatments and that we
‘want to compare these control treatments with those given in the BIB des1gn

If we add these m control treatments to each block of the BIB, then We‘ -

obtain a new design which also has B blocks but each block has k+m plots
“In essence this design is a BIB.combined with an randomlzed complete block"'
" design. = We shall call this new design ABIB. - ; '
In this paper we Shall assume a mixed model (Model TII) and try to
obtain the linear, unbiased and minimum varianced estimators (call it LUMV
for short) of the treatment effects in the samplmg theory framework. The
correspondmg results in the fixed model case ( Model 1) will be obtained from
 those of Model III by settmg w'=0, the meanlng of Whlch Wﬂl be given in
section IIL. ' :

II Mathematlcal Model o

The mathematmal model may be ertten as a

Yu=statbitos i ' (21)
i=12, .....0, 04D L . Co
J=L2 i e e B

where u is the unknown population mean; Y;j is the Vobserved ~value of the:
g th'treatment in the j th bloék’ a;, i=12,....0, v+1,....v+m, is the i th
treatment effect (z—-l 2.....v. for the BIB portion and g=uklo .v+m. for the
other portion which corresponds to-a randomlzed complete block design; the
treatments labeled by i=v+1,. ..v+m are called augmented treatments),
by, j= =12, ....B, is the effect of the 7 th block; e;; is the error attached to Y;;.

= (1) “Paper No. 48 of “‘the Scientific Journal ‘Series; Institute ‘of Botany, Academia
Sinica, "‘hxs ‘Study was supported: by The National Council ‘on' Science: Develop
: ment, .
“(2)- Associate Research Fellow of the Institute of Botany, Academxa Sinica.
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As usual, it is assumed that e;; is identically and independently  distributed
with mean 0:and variance ¢%  In matrix notation we may write (2.1) as:

Y=Lt AatBbre, (22)

where Y is the Nx1 (N=(k+m)B) column vector of observations; e is the
Nx1 colum vector of erforS' Iy is the "Nx1 column vector of which each
,component is unity; a@cy+mix1 and b3x1 are the column vector of the ¢a; 's and
the b; ’s, respectively. Let the components of Y be arranged first by order of :
the block subscripts and then by that of the treatment subscripts, - with- the
m augmented treatments in each block being placed at the tail: part of each
sub-vector of Y which corresponds to the subscript of that block.  Then

(lk-!-m )
B= T : =lpim¥ls
\ 9 .lk+h -
(A,
A=|: B
: il
with - :
: B trEmG - 7 B mG =D 1]y, O eeeenr O
5 ) [(H,ﬁ)(}—l)nj 4o B E G —’:)+Vk] vy 0 rens
iz 0 0 T
\ 0 s 0 0 crveeens1/
where

1, ~if the s th observation associates with" the 1 th
ep= treatment. '
0, otherwise - ,
s=12,....°N, t=1.2, oo (vm)

In this paper we shall assume that the a;’s are constants and b~
N(0, Iss%), and further that the b;’s are distributed independently of the e;; ’s:
With ‘this conven‘cion' (2. 1') then becomes the usual Model III. Before we
proceed with our analys1s, it should be remarked that Y,;, =1 04m, .
“j=12,0 . B may ‘or ‘may not exist, dependmg on whether or not the ith
treat‘nient appears in the j ‘th block. To allow for ‘the effect of incomplete

block we introduce -
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: {1, if the ¢ th ‘treatment has appeared in the ] th block
B 0, otherwise

The matrix N=(7:5) ¢+mxs is usually’called the incidence matrix.
The following relationships can be easily shown to hold:

-

Al(v +m)=lNy
LA=(rL), BL,)

o P I,?’I,v,,;,‘, 0y
o AB=N"

NI .«( )
» \Bl.

L W N=(k+m)ls

and ;
v + Alvl; Tlpl
l,,,z' i Bl,,,z*'

B ; o v

III Analysxs under Model III

. NN = (

Under Model I We now try to obtam the LUMV estimators af the ,a; s,

=12 00 vtm, in ‘the samphng theory framework
Under Model III we have :
ai;E(Y)— 1+A LN B’(k-i—m)” .

(Y) = 5u(lk+m lk,,_m)*ls'*‘o' IB(k+m)

The LUMV estimator of a can then be obtamed by usmg the Altkmsa
smgular generahzed least square method :

Deﬁne now

: T,'= 2 n,ij,'j,

'?}fﬁgfq,";~A&1r7

. z—-12---'¥~-v+m, ‘quij=kyl,2’, .... B -
Then it can be easily shown that the LUMV estimator @ of g satisfies, =~

Fiop SR bea o ey
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where P isa (g¥m)x1 column vector whose i th component Py, i=12,....v+m,

ise : | | SEE :‘.‘, ek
S - ;: .~f p i
o P“ o.zQz 2-|—(k+m) Q WQ,+W Q, .
wi W= W= (ktm)ot

The matrix Fe+mxs+m) 1S given by

wlrmt2,)+w!(r—1) 1 By Bl T .
. s L+ gy 0 (4B=1?) ABw]{vlb,,( - + YWl
= ., : , ’

- with rank F=o+m—1
By imposing the: restriction,

2 o+ : .
7’=Z ai+B. 2 af'=0, (3.3}
we now solve (3.2) to obtain the LUMV esfima{;of 5 of Ea'*'v‘ On subtracting

the row vectors( % + )(rl Bl') and ( T +m B)(rl;, Bl ) respectively,

from each of the last m row vectors of F and from each of the ﬁrst v vectors

. of F, awe abtain

Fump,
where : :
' w (rm+/1v)+(r-—-l)w’ =w G
F* = htm L + B(k+ ! (B~ ”vlv» ,9]

bim ey N
wirmT o) Fwl(r= z>[1"+ wBr (i t) ’”’ ] 0

(I_,‘l-)-l = ’ :
| | | wB"/
- so, for lgizo, :

k+m ' [F+ -—w)(rz.a.AB)

= w(rm—!—/lv)—l—(r——/l)w' “wBrim+E) - ;E..lF
Edwm (AB=—17?)
Q.—I— Q +—~—— 1T=—= E Q,+ Q
(rm—l—lv)-l-(r-—l)w’L( i) Br(m+k)( ) ( ()3:!1)
1 oo e e
Li=o g i=;v-§WQ:—-(Tz T..);




1B o1 vEm
Ti=— =
T é ij .'Vm o T. “okm S

i

‘The wvariance and covariance matrix of a is given by

1

w(rm:-i—ffj;—TW’( X){I”"'A l l'} ' B(m+k)l”l'i =
T Em L ~[1m+ (- m)lmlm]
(el i {L+All Al (ﬂi+k) LI,

(rm+lv)+—(r-— ‘)‘

1 ;

\ B(m He)’”'l 2l [I”+(‘ k-I-ml"‘l )]
wrm(rz—zB) w[r-(k+2m —iBml

YA" wBr(m—l—k) R and,‘

~ where

L zBm—rZ(k+2m)—~m<r2—lB>
A1= S Br(m+k)

Thus, we have, 1=, i <v

(,e“"a'{),k =2-

’ +m, 0,2 [ s s B (3.5)

(rm—l—lv)-!—'“—(f—‘f” S : '
(l+1éi, i’év+m wd e\g,,,"*,,’,; (:‘, “:“ s K

ke

ylézév,’ v+14

2 9 R
i—a‘ ——Bg §/| ,' R

, ’1’4i'41)
[ZBm ~r(k+2 1= mm(XB-rz)}

(k+m) . 1* ’ _ ,
(rmti)+ -t BmER

i +[B(n;l+k B]o.z

o Sl e (k-%—m)o2 ;
B ot Crm+lv)+—(7' i)

v(@i—ai)=

’-"‘\
k.

~ IV. Analysis under Model I i
Assumlng that both a;’s and’ bj 's are constants, (2 2) is ‘then "a ﬁxed

model {or Model T). In this section we shall obtain the LUMV estlmator of
ain ‘the samphng theory framework ‘based on thls fixed model. Since it can

be shown by app]ymg the Gauses Markov theorem that the LUMV estlmators'
‘of the a; ‘satrsﬁes S (i St SO
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Ca=Q,
where EQ=CQ,
we can then obtain the desired estimators by setting i w!'=0, in the previous
setion, thus -

ktm

, AB 7? ’ .
é_:jrm+xv[I+Brm+k)ll] S 0
¢« 0 Loe L %Im "
s ktm [ AB—¢? i P Al '
or Gyt dv Qi+ Br(m—+Fk) ; i Q‘] . f‘,’r 142‘4” (4.1)
and a;=T;. ~T. for v+14140+m A

The variance and covarlance matrlx of a is glven by

k+m r IBm— rz(k—I—Zm), e 1

g rm-{—lv LI + - Br(m+k) ] “W’ vha
[-5 m-l—k)]l"'l B[I"‘+( k+ )’””']
Moreover, ‘
1)(6;,-—&,')"’ (3(mki;}:))) 2’ f()r léi, z'év : (4.2)
,,(5,._5").—_%02, for v+1<i, !<v4m
< coagy fokdbmorey ABm—r2kE2m)n, 1
p(al a,) {rm-{-/lv L1+ Br(m—l-k)2 :|+ m+k }
___‘ k+m :
[rm—i-lv (1 ) BE (1+k)] (4.3)

for lzizy, v+141’/~<v+m or v+1ézév+m, 1Az’év S

V. Analysis of Variance and Pan‘wme Comparlsan of Treatments

From (3 4), (3 5) and (36), we see that the LUMV est1mator a of a and

known Thus only in the cases in Whlch w’/w is known (w'/fw=0 in ’rhe' ‘

~case of Model I), we may use F,_;,dfe = SSSS‘?EI (ziz_f‘l) fo test the hypothesis

Ho: ai=a:=. e =Botm in Table ( 51), and use the ordmary t.distributions
to compare the difference of any two treatments as given in Table (5:2): :

;- In the general case of Model III, no. exact methods for testing the hy-
gpthgsls Ho: “ey=a,=....0,+n and for the comparisen of any 0 “tratments
are available. - Under the general Model III the estimates of the a;’s. are
usually . obtained from ‘the_q, s given in (34) by replacing w gndyug!,by.ihe;r
unbiased estimates.  This process, however, introduces fﬁr;};gr random errors




in the a; ’s and ’therefore its ‘efficiency ‘may ‘be very low, especially  if the
sample size is small.

Summary ' f .

In this paper the analysis of ‘the ABIB design is considered. The LUMV

' eStlmators of the ftreatments (unknown fixed constants) were obtained for
both Model III and Model I in the sampling -theory framework. The results

are g‘wen respectlvely is Sections III and IV for Model III and for Model L
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